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Towards Millions of Database Transmission 

Services in the Cloud
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Data Transmission Services (DTS)
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Implements logical replication from a source to a target databases.

DTS
Tair

NoSQL databases

MaxCompute

OLAP and other databases

AnalyticDB

PolarDB

Relational databases



Data Transmission Services (DTS)
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Provides a wide range of transmission services.

DTS

DTS AnalyticDB

Extract-Transform-Load (ETL)

Data Migration

DTS
DTS

Data Synchronization

Region 1 Region 2



Towards millions of data transmission
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...
DTS

𝑀 source

database types

𝑁 target database

types

Challenge C1: high database type diversity

Developing for every pair of source-target types requires𝑀 ∗ 𝑁 efforts



Towards millions of data transmission
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...

Challenge C2: large transmission task number

CPU Memory Disk

DTS

...Network bandwidth

Efficient resource management in the cloud



Towards millions of data transmission

6

Challenge C3: High transmission velocity



Contributions

Challenges Calls for Contribution

C1: High database type

diversity
Reduce development cost Any-to-Any model
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C2: Large transmission

task number

Efficient management of

cloud resources

DTS serverless

Bandwidth scheduler

C3: High transmission

velocity

High throughput and low

latency
Sink optimization



Any-to-Any (A2A) model
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General Internal Representation (GIR): data from all database types are

transformed into a standard format.

Record: schema, operation, primary key, before image and after images

Reduce the development

effort from 𝑀 ∗ 𝑁 to 𝑀 +𝑁



Sink Plugins

MySQL, PostgreSQL, PolarDB…

Rate Control

Transaction Scheduler

Dependency Tracker

Parallel Executor

Sink

Any-to-Any (A2A) model

Tunnel

Pub-Sub system that bridges

source and sink

• Persists data in general

internal representation

Source

Extract data from source DB

• Full Source: extract from tables

• Schema Source: retrieves DDL

operations from logs

• CDC Source: retrieve DML

operations from logs

• Supports various plugins

Sink

Applies data changes to the

target DB

• Transaction Scheduler

• Supports various plugins

• Dependency tracking

• Hotspot consolidation

• Parallel execution
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Source Plugins

MySQL, PostgreSQL, PolarDB…

FullSource SchemaSource

CDCSource

Schema Manager
Extractor                   Querier

Convertor                  Serializer

Source

Pub-Sub

Storage

Local Disk                  NAS                       OSS

Tunnel

Target Database



Sink optimization
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Consistency: DTS ensures eventual consistency for real time tasks, which allows non-

conflicting transactions to be executed in parallel & out of order.
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Dependency tracker: constructs a directed acyclic graph (DAG) as a

dependency graph

𝑇1 𝑇2

𝑇1 and 𝑇2 both involve updates with same 

primary keys, and 𝑇1 is earlier than 𝑇2



Sink optimization
Consistency: DTS ensures eventual consistency for real time tasks, which allows non-

conflicting transactions to be executed in parallel & out of order.
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Hotspot consolidation: merges transactions with same frequently

modified primary key

𝑇1 𝑇2 Merged transaction
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Sink optimization
Consistency: DTS ensures eventual consistency for real time tasks, which allows non-

conflicting transactions to be executed in parallel & out of order.
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Parallel executor: extract then execute non-dependent transactions in parallel

Indegree = 0

Parallel execution Remaining graph
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Sink optimization
Consistency: DTS ensures eventual consistency for real time tasks, which allows non-

conflicting transactions to be executed in parallel & out of order.
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Trade-off: Consistency-performance trade off in sink optimization. We allow users to

choose to disable sink optimizations.
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Data transmission performance

DTS achieves modular (source and sink) and end-to-end

high throughput and low latency
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Sink optimization performance

Parallel execution and hotspots consolidation improve transmission

throughput to OLTP/OLAP target databases
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Baseline

Baseline Baseline

Baseline



Real-world performance
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DTS serverless achieves low user cost

with low latency

DTS achieves high throughput

with low latency
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Summary

Challenges Solutions Evaluations

C1: High database type

diversity

Any-to-any (A2A) model Low development effort

C2: Large transmission task

number

DTS serverless

Bandwidth scheduler

Low user cost & low latency

C3: High transmission velocity Sink optimizations High throughput & low

latency
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